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Abstract— Ever-increasing emergence of location-aware 
ubiquitous devices has facilitated collection of time-
stamped mobility data. This large volume of data not only 
provides trajectory information but also information 
about social interaction between individuals. Unlike 
trajectory representation and discovery, discovery of social 
ties and interactions hidden in mobility data has not yet 
been fully explored. To identify such interaction, social 
network analysis has been recently used. However, 
compared with data from emails, phone calls, and 
messages, which are commonly used for social network 
analysis, mobility data convey less information about 
interaction between entities. Therefore, identifying the 
type of tie between two entities using only mobility data is 
a great challenge. In this paper, we propose a method for 
measuring the strength and type of social ties between 
people only based on their spatio-temporal correlations. 
Using mutual information metric, we propose utilization of 
two types of measures for identifying the purpose of being 
in a certain location. Our experimental results using a 
location-aware sensing device show that our method can 
identify different social ties between various entities 
successfully. 

Keywords—Mobility data; social ties; link description; link 
prediction; social networks 

I. INTRODUCTION  
Ever-increasing availability of location-aware technologies 

such as GPS enabled sensor nodes, and mobile phones has 
made it possible to collect large volumes of mobility data from 
various moving entities [1]. Recently people are sharing their 
mobility data through different location based services such as 
Foursquare [2], and My tracks [3]. Mining these mobility data 
provides the opportunity of extracting valuable knowledge 
regarding behavioral habits such as frequent paths [4]. This 
knowledge leads to design of various environmental or 
healthcare services [5]. An interesting topic in analyzing such 
patterns is finding the existence of social ties between entities 
and describing the purpose of such links. Social ties between 
people are formed due to different classes of relationships 
such as friendship, work related acquaintance, and family 
membership. These ties convey different information 
regarding the habits, interactions, and information exchange 
between the entities connected through them. While friends 

tend to show more similarity in their interests and habits, more 
information is exchanged between acquainted people [6]. 
Therefore, correctly distinguishing between different types of 
social ties is essential for discovering different communities of 
people and understanding their interaction [7]. This social tie 
information can also be exploited in different recommendation 
systems. Similar to human studies, differentiating between 
social ties is important in ecological research. Differentiating 
among social ties between animals provides insights about 
their evolution and gene flow, maintenance of society, 
analyzing epidemic patterns, transmission of information,  and 
social learning [8]. 

The success and reliability of a system for analyzing social 
ties greatly depends on the data it uses. The types of data 
which are normally used for discovery of social ties such as 
emails, phone calls, and data from online social networks, are 
rich in interaction information. Discovery of social ties using 
only mobility data is much more challenging due to their 
limited interaction content. For example, working in the same 
building does not guarantee that two people are friends or 
even know each other (two people may work in two different 
floors of a building). In contrast, the fact that two people post 
on each other’s Facebook wall, send an SMS/email to each 
other, or talk on the phone indicates existence of a direct 
interaction between them. Furthermore, imprecision of 
mobility data acquired by existing technologies, which may be 
in order of tens of meters, makes the discovery of social ties 
even more difficult.  

Motivated by the fact that entities having social ties to 
some degree share, spatio-temporal context [9, 10], our 
contribution in this paper can be summarized as: 

• Using mobility data for identifying social ties between 
people with daily behaviors of different entropies. 

• Proposing two information theory-based indicators to 
measure the correlation between people based on their 
purpose of visiting different places.  

• Identifying the nature of social ties between two people 
based on the above mentioned indicators. 

• Successfully discovering social ties among a group of 
people carrying a custom designed GPS-enabled sensor 
node. 



The rest of the paper is organized as follows. The problem 
statement and background information are described in 
Section II and Section III, respectively. The detailed 
description of our approach is provided in Section IV. 
Evaluation results are presented in Section V. Section VI and 
VII are the related works and conclusions. 

II. PROBLEM DEFINITION 
Let 𝐷 = {𝑃1,𝑃2 …𝑃𝑁} represent a set of mobility data 

collected from 𝑁 number of people. Assume that for each 
person 𝑖 there exists a list of time-stamped measurements 
denoted by 𝑃𝑖 ={𝑇𝑠1, 𝑇𝑠2,…,𝑇𝑠𝑚} over observation duration 
of 𝑚 time stamps where 𝑇𝑠𝑘  is a two-dimensional spatial 
coordinate.  

Having 𝐷, we are interested in inferring the type of social 
tie between two people denoted by 𝑖 and 𝑗. We define these 
social ties to be acquaintance, friendship (ordinary or buddy), 
cohabitance, and no-relationship. Acquaintances are people 
who know each other due to an un-emotional reason. The 
social tie between colleagues is an example of this type. 
Friends have special emotional relationship. While ordinary 
friends only have emotional relationships, buddies have both 
un-emotional reasons and emotional ones (for instance, they 
work or study in the same place). By those who cohabit, we 
mean people who live in the same place. For example, families 
are a subset of this group. There are also people who do not fall 
under any of these categories and have no relationships with 
each other. 

III. BACKGROUND 

A. Social ties and stay points 
A trajectory is composed of transition lines and transition 

endpoints. Transition endpoints are places that moving entities 
stay for a considerable amount of time while the transition lines 
are the paths which they traverse to reach one transition 
endpoint from another one. Most of people’s social ties are 
formed in places where they stay rather than on paths they 
traverse to get to these places. Inspired by this observation, we 
use the mobility data in transition endpoints (stay points) for 
describing the type of social tie between people. Based on the 
theory of  homophily [11], people tend to build social ties with 
whom they have more similarity. Therefore, correlation and 
similarity of people in visit to stay points can be used to 
describe their social tie information. 

In this paper, we use the idea of an information theory-
based measure called mutual information for measuring the 
correlation between people at stay points. In what follows, we 
will first give some background information on this measure. 

B.  Mutual information 
Information theory-based measures relate the information 

content of events to their probability of happening. Mutual 
information [12] (𝑀𝐼) metric measures the dependence of two 
random variables on each other in terms of the amount of 
information they share. Given two random variables 𝑋 and 𝑌 
with marginal probability mass function 𝑝(𝑥)  and 𝑝(𝑦), and 
the joint probability mass function of 𝑝(𝑥,𝑦), their mutual 

information is defined as the relative entropy between the joint 
distribution and their product distribution as stated below [12]: 

𝑀𝐼(𝑥,𝑦) = ∑ 𝑝(𝑥,𝑦)𝑙𝑜𝑔 𝑝(𝑥,𝑦)
𝑝(𝑥).𝑝(𝑦)𝑥∈𝑋,𝑦∈𝑌                                    (1) 

The unit of mutual information is bit and if two random 
variables are independent of each other, their mutual 
information will be equal to 0 bits. 

An extension of mutual information is normalized mutual 
information [13] (𝑁𝑀𝐼) which scales the above mentioned 
measure between 0 and 1 where 𝐻(𝑥) and 𝐻(𝑦) are the 
entropy of 𝑥 and 𝑦, respectively. Normalized mutual 
information is calculated as follows: 

𝑁𝑀𝐼(𝑥,𝑦) =  2𝑀𝐼(𝑥,𝑦)
𝐻(𝑥)+𝐻(𝑦)

                                                                 (2) 

This measure shows how predictable one random variable 
is from another one and its advantage is quantifying the 
information content of events by their probability. Thereby, an 
event which is less likely to happen, contains more 
information than the one which is more likely. This property 
can be exploited in distinguishing different types of social ties. 
A short visit of two friends should bring more information 
about their social tie than a frequent visit of two colleagues at 
work. Mutual information metric is extensively studied in 
different domains of science such as biology [14]. However, 
its potential to identify the social tie between people from 
mobility data has not yet been fully explored.  

IV. DISCOVERY OF SOCIAL TIES 

A. A naïve approach for using mutual information 
In this section, we explain that how we can utilize the 

abovementioned theory to distinguish between people’s social 
ties. 

If we assume that mutual information can be used for 
measuring the similarity between two people 𝑖 and 𝑗, then a 
naïve idea (close to [15]) will be to first compose an ordered 
list of time stamped stay points over a period of 𝑚 timestamps 
denoted by 𝑆𝑃𝐿 = {𝑥1 … 𝑥𝑚} for each person. In this list 𝑥𝑏 is 
equal to identifier of stay point 𝑎, when the person is at stay 
point 𝑎 at timestamp 𝑏. 

Next, we can apply normalized mutual information on the 
previously defined ordered list of time stamped stay points of 
two people (𝑆𝑃𝐿𝑖 , 𝑆𝑃𝐿𝑗) and then take the measured value as 
an indicator of strength of their social tie. Although simple, 
the naïve approach suffers from a number of shortcomings 
highlighted using the following example. 

Example 1:  Let us consider four people, Alice, Bob, 
Chuck, and Linda. Alice and Bob are ordinary friends. Bob 
and Chuck are colleagues and work in the same building. 
Linda is Chuck’s wife and they live together. Every 8 hours, 
we collect data from places that these four people visit for a 
period of 3 weeks. Let us consider the activity of visiting 
places as listed in Table 1-2. All these people go to work every 
weekday. One weekend Alice and Bob go to a musical and the 



next weekend Chuck and Linda go to the same musical. We 
give an identifier to each visited place (see Table I) and 
represent the list of time stamped stay points in Table II. Table 
III shows mutual information measured between these four 
people on the set of visited places. 

TABLE I.  LIST OF PLACES  

Place Code 
Alice’s house 1 
Alice’s office 2 
Bob’s house 3 
Bob and chuck’s office 4 
Musical 5 
Chuck and Linda’s house 6 
Linda’s office 7 

TABLE II.   ORDERED LIST OF STAY POINTS DURING A PERIOD OF 3 
WEEKS COLLECTED EVERY 8 HOURS. 

Person String 
Alice 12112112112112111511112112112112112111111112112

1121121121111111 
Bob 34334334334334333533334334334334334333333334334

3343343343333333 
Chuck 64664664664664666666664664664664664656666664664

6646646646666666 
Linda 67667667667667666666667667667667667656666667667

6676676676666666 

TABLE III.  NORMALIZED MUTUAL INFORMATION (𝑁𝑀𝐼) COMPUTED 
USING EQUATION (2) MEASURED OVER THE SET OF VISITED PLACES SHOWN IN 

TABLE II. 

𝑵𝑴𝑰 Alice Bob Chuck Linda 
 Alice  1 0.87 0.87 
Bob   0.87 0.87 
Chuck    1 
Linda     

 
From this simple example, we can conclude that although 

the normalized mutual information can say how predictable 
behavior of a person is from another one’s, it does not well 
indicate how people are socially connected. Firstly, All these 
people have relatively high normalized mutual information 
with each other while they have different social ties. 
Furthermore, there is no distinction between the two pairs 
‘Alice-Bob’ and ‘Chuck-Linda’, while the first pair are 
ordinary friends who only visited each other once and the 
second pair live together. Furthermore, Alice has not visited 
Chuck and Linda in any place but her normalized mutual 
information with them is as high as the normalized mutual 
information between Bob and Chuck, who work together.  

A disadvantage of this measure is that it does not consider 
the fact that social tie between people is (mainly) formed due 
to their co-existence in the same place. The fact that people 
follow similar daily patterns in distinctive places cause their 
normalized mutual information to be high. Perhaps this is one 
of the reasons why normalized mutual information metric has 
not yet been fully explored in describing the social ties. 
Another drawback of the naïve approach is that it computes 
the normalized mutual information using the entire set of 
visited places without considering the purpose of these visits. 

To this end, it is not logical to use predictability of people over 
a long period of time (their entire life span) to measure their 
social ties. 

B. A heuristic based approach 
Having the disadvantages of the naïve approach 

highlighted, in what follows we present our proposed heuristic 
approach, which exploits the advantage offered by normalized 
mutual information measure and at the same time deals with 
the two above mentioned drawbacks. 

Fig. 1 abstractly shows the process of extracting the type 
of social tie between two people by this approach. The heart of 
this approach is proposing two indicators which show the 
interest in common places and interest in person.  

 
Fig. 1. The process of extracting the type of social ties with the heuristic 

approach. 

Before we define these indicators, we explain two key 
observations related to the social behavior of people which 
helped us in defining this approach: 

Observation 1: The social tie between people may cause  
correlation in their visit only to some places and not all the 
places that they visit (by correlation, we mean simultaneous 
absence and presence at the place). For example, ordinary 
friends, may have correlation in visit to places such as cafes, 
and restaurants (not at work) while people who work in the 
same place only have correlation in visiting their working 
place and not in visiting other places. When the visit of two 
people to their work place is correlated such that they are 
present at work on the same days, are absent on the same days, 
and work late on the same days, this is an indication that they 
may be socially related (e.g. they work on the same project). 
The fact that these people visit different places when they are 
absent is not important in deriving any conclusion about their 
social tie. Therefore, it is better to define the mutual 
information of people for each single place separately and to 
ignore the information content of correlation between two 
people on the entire set of stay points.  

Observation 2: People’s intention of visiting a place is 
related to the social tie they have with other people who visit 
that place. In friendship social ties, being with a friend is one 
of the primary reasons of visiting a place (two people usually 
go to a café to be with each other i.e. there is a friendship 
before going to the café). These correlated visits to different 
places are normally of low frequency, and short duration. 
Acquaintances, however, come to know other people as a 



consequence of their intention of being in a special place and 
not because they intend to be with those people (people do not 
start working to be with their colleagues i.e. there is no 
acquaintance before starting to work). These correlated visits 
to one place (for example to a work place) normally happens 
with high frequency. Therefore, in order to be able to 
distinguish between different classes of social ties from a set 
of places, a solution can be using measures that makes a 
distinction between these two types of interests by considering 
the frequency of correlated visits (interest in a place 
(frequently visited places) versus interest in a person 
(infrequently visited places)). 

Based on these two observations, we propose to compute 
shared information content of two people on each stay point 
separately and then use the results in computing two indicators 
which show the interest in person or interest in place. Each 
indicator will accentuate the correlation of two people in visit 
to a specific type of stay point. One indicator will emphasize 
on correlation of two people on the frequently visited stay 
points and the other one will emphasize on correlation of two 
people on infrequently visited ones. In other words, the first 
indicator is an interest indicator for places(IPL), implying that 
places are the focus of the visit, while the second one (IPR) is 
the interest indicator for a person, implying that the person is 
the reason behind the visit. Using different combination of 
these two indicators we can discover people’s social tie. We 
continue this section by providing a number of definitions 
which will later help us in defining these two indicators. 

Definition 1:  

Shared information content (𝑆𝐼) of two people 𝑖 and 𝑗 for 
the time they spent at stay point 𝑎 is defined as:  

𝑆𝐼𝑎(𝑖, 𝑗) = 𝑙𝑜𝑔 𝑝𝑎(𝑖,𝑗)
𝑝𝑎(𝑖)𝑝𝑎(𝑗)

                                              (3) 

Where 𝑝𝑎(𝑖) is the marginal probability mass function of 
person 𝑖 for being at stay point 𝑎 while 𝑝𝑎(𝑖, 𝑗) is the joint 
probability mass function of two people 𝑖 and 𝑗 for being at 
stay point 𝑎. Please note that this measure is different from the 
original mutual information. As opposed to mutual 
information, we only measure the information of simultaneous 
visits of two people to the same stay point and not the 
combinations where one or both of the people are absent in the 
stay point. Therefore, we named this measure as shared 
information content. 

Definition 2: 

Normalized shared information (𝑁𝑆𝐼) content of two 
people 𝑖 and 𝑗 for the time they spent at stay point 𝑎 is defined 
as follows:  

𝑁𝑆𝐼𝑎(𝑖, 𝑗) = 2∗𝑝𝑎(𝑖,𝑗)∗𝑆𝐼𝑎(𝑖,𝑗)
𝐻𝑎(𝑖,𝑗)

                                                    (4) 

Where 𝐻𝑎(𝑖, 𝑗) is computed as follows: 

𝐻𝑎(𝑖, 𝑗) = 𝑙𝑜𝑔�𝑝𝑎(𝑖)� + 𝑙𝑜𝑔�𝑝𝑎(𝑗)�                                     (5) 

We use 𝑆𝐼𝑎(𝑖, 𝑗) and 𝑁𝑆𝐼𝑎(𝑖, 𝑗) to define two indicators for 
shared information due to the interest in (i) common places 
and (ii) person. Considering that different set of stay points 
provide different information about social ties, each of these 
indicators accentuate on the value of shared information 
content from the relative important group of stay points 
(frequently visited stay points vs. infrequently visited stay 
points). The maximum value of each of these indicators will 
be 1. 

Definition 3:  

The indicator of shared information due to Interest in 
common Places (IPL) for two people i and j over a set of stay 
points A={𝑎1, … , 𝑎𝑁 } with (𝑁𝑆𝐼𝑎(𝑖, 𝑗) > 𝑇ℎ), where Th is a 
predefined threshold, is defined as: 

𝐼𝑃𝐿 = ∑ 𝑁𝑆𝐼𝑎(𝑖, 𝑗)𝑎∈𝐴                    (6) 

As seen in definition 3, for computing 𝑁𝑆𝐼𝑎(𝑖, 𝑗), the 
fraction of time that people spend together at each stay point 
denoted by 𝑝𝑎(𝑖, 𝑗) is scaled by the information they share at 
that stay point 𝑆𝐼𝑎(𝑖, 𝑗). In this way we put more focus on the 
shared information content over stay points which are visited 
regularly and have higher 𝑝𝑎(𝑖, 𝑗). As mentioned before, 
regular visit is an indication of interest in a place. The value 
of 𝐼𝑃𝐿 indicator should be high for people who work, study, or 
live together. This indicator represent the information that two 
people share over the whole observation time. The longer the 
amount of time that two people spend together, the higher the 
effect of their shared information content on IPL. The 
condition (𝑁𝑆𝐼𝑎(𝑖, 𝑗) > 𝑇ℎ) is added to prevent highly 
ranking the low shared information content of two people over 
a stay point because of the low probability of happening. 

Definition 4:  

The Indicator of shared information due to Interest in 
Person (IPR) between two people 𝑖 and 𝑗 over a set of stay 
points A={𝑎1, … , 𝑎𝑁 } with (𝑁𝑆𝐼𝑎(𝑖, 𝑗) > 𝑇ℎ) is defined as: 

𝐼𝑃𝑅 = 𝑝𝑚𝑖𝑛
𝑁∗𝑆𝐼𝑚𝑎𝑥

∑  𝑆𝐼𝑎(𝑖,𝑗)
𝑃𝑎(𝑖,𝑗)

  𝑎∈𝐴                                                (7) 

In this equation,  𝑝𝑚𝑖𝑛 is the lowest probability possible for 
the visit of a person over a stay point (1/𝑡𝑠𝑡𝑜𝑝) where 𝑡𝑠𝑡𝑜𝑝 is 
the minimum stay time used to extract the stay points and 
𝑆𝐼𝑚𝑎𝑥  is log(1/𝑝𝑚𝑖𝑛).  

IPL indicator scales the shared information content of two 
people by the fraction of time they spend in that stay point to 
focus on information shared over frequently visited stay 
points. In contrast, IPR indicator, divides shared information 
content of two people 𝑆𝐼𝑎(𝑖, 𝑗) over the fraction of time they 
spend together 𝑝𝑎(𝑖, 𝑗), to represent the information two 
people share relative to the time they spend together. IPR 
accentuates the shared information content of two people in 
stay points which are visited less frequently (with lower 
𝑝𝑎(𝑖, 𝑗)). More specifically, this measure shows that each bit 
of shared information is extracted from what amount of time 
that two people spent together. The shorter the amount of time 



that two people spend together, the higher the effect of their 
shared information content on IPR will be. 

C. Identifying ties based on IPL and IPR indicators 
Different combinations of two above indicators can show 

various types of social ties between two people. The 
correlation of people in regular visits to their working place 
will be shown in their high 𝐼𝑃𝐿. These people may visit some 
random places together as well. For example, imagine a group 
of people who work in the same building. These people all 
have relatively high IPL with each other. Among these people, 
those who work in the same group may spend sometimes out 
for a social activity. This will cause their 𝐼𝑃𝑅 to increase 
slightly. This small amount of IPR which is measured due to 
some occasions will help in distinguishing the members of this 
group from those who work in the same building and have 
lower probability of acquaintance. Cohabitees or buddies 
(those who work or study together as well as performing non-
frequent activities) might have both high IPR and IPL. The 
difference between these two groups is of course 
distinguishable if the time of day, when activities due to 
interest in place are performed, is also taken into account. For 
example, cohabitees will have high IPL during night-time and 
day-time, buddies will have high IPL only in day-time. 
Ordinary friends who do not work or study together may only 
visit each other once in a while and in some random places. 
Their correlation in such stay points will cause their IPR 
measure to increase considerably. We summarize 
combinations of these two indicators with respect to the type 
of social tie they represent in Table IV. 

TABLE IV.  LINK TYPES BASED ON IPL AND IPR INDICATORS 

Link type IPL IPR 
Acquaintances (with high 
probability) High Low 

Acquaintances (with low 
probability) High Zero, Extremely low 

Cohabitees High (Night time) High 

Friends (buddies) High (Day time) High 

Friends (ordinary) Low High 

No relation Zero, High Zero-low 
 

The pseudocode of our approach to discover the social ties  
is presented below: 
Algorithm 1: LinkDescription 
INPUT: A data set of trajectories from people 𝐷 = {𝑃1,𝑃2 …𝑃𝑁} 
OUTPUT: A set of link types for each pair 𝐿 ={𝐿1,2 … 𝐿𝑁−1,𝑁} 
ALGORITHM: 
1: For each (𝑃𝑖 ∈ 𝐷) do 
2: Extract the stay points and form the ordered list of stay points 𝑆𝑃𝐿 
3: For each (𝑃𝑖 ,𝑃𝑗 ∈ 𝐷) do 
4: 
5: 

For each 𝑎 ∈ 𝑆𝑃𝐿 do 
         measure 𝑆𝐼𝑎(𝑖, 𝑗) 

6: 
7: 

Measure 𝐼𝑃𝐿 and 𝐼𝑃𝑅 
Set 𝐿𝑖,𝑗 based on 𝐼𝑃𝐿 and 𝐼𝑃𝑅 

Considering Example 1, after measuring IPL and IPR 
indicators we will have the values presented in Table V and 
VI. An important point that should be considered in 
interpreting these results is considering the role of time. As the 

observation time increases, some of the above values change. 
As seen, in this example the IPL indicator measure of Linda 
and Chuck is higher than that of Alice and Bob and that of 
Bob and Chuck. By extending the time of observation this 
indicator will decrease rapidly for Alice and Bob while it stays 
the same for Chuck and Linda. The high value of IPL for 
Linda and Chuck is due to their high shared information 
content for the time they spend at home, while Alice and Bob 
have different working and living habits. Bob and Chuck have 
0.23 IPL correlation which is also a good indicator of their 
correlation at work. This value will stay the same by 
increasing the observation duration. The indicator of interest 
in person for two couples (Alice-Bob and Chuck-Linda) is 37 
times more than that of Bob and Chuck. If we extend the time 
of observation and Bob and Chuck keep working with each 
other without visiting any random places together while they 
visit random places with their partners, then even this small 
interest between them will disappear. While by increasing the 
time of observation, the amount of correlation between the 
partners will stay the same. 

TABLE V.  IPL INDICATOR FOR EXAMPLE 1. 

IPL Alice Bob Chuck Linda 
Alice  0.01 0 0 
Bob   0.23 0 
Chuck    0.76 
Linda     

TABLE VI.  IPR INDICATOR FOR EXAMPLE 1. 

IPR Alice Bob Chuck Linda 
Alice  0.14 0 0 
Bob   0.003 0 
Chuck    0.14 
Linda     

Using the combination of these two indicators based on 
Table IV, we can classify the social tie between these four 
people. The results are presented in Table VII. 

TABLE VII.  SOCIAL TIES OF EXAMPLE 1 BASED ON IPL AND IPR 
INDICATORS. 

Link  Alice Bob Chuck Linda 

Alice  Friend (ordinary) No-relation No-relation 

Bob   Acquainted (Low 
probability) No-relation 

Chuck    Cohabitee 
Linda     

V. EVALUATION 

A. Dataset 
As we did not find any previous work with the purpose of 

identification of different classes of social ties between people, 
we do not compare this method with any other. For evaluation 
of our approach, we used a custom designed GPS node (shown 
in Fig. 2) which was carried around by a number of colleagues 
of our research group for a period of 21 days. The study group 
was composed of two couples (#1&#2 and #4&#5) and three 
other colleagues, all of whom work in the same building. #1 
and #2 mostly visit different places together. They only have 



very little difference in working hours because one of them 
works later most of the time. Couple #4 and #5 have very 
similar activities at work but normally one of them does some 
activities such as shopping alone. This couple have visited 
several random places together. #6 works one day less than the 
other 5 candidates and lives in another city. The two couples 
once visited #6 at his home. Candidate #5 is a visiting 
researcher who does not have any special social tie with the 
other five people. He has only been at the same stay point with 
#1 and #2 accidently once in a super market. 

The device was set to take a measurement every minute 
but the data retrieved had a great deal of missing 
measurements. We extracted the time-stamped GPS 
measurements in form of latitude and longitude coordinates 
and used interpolation to replace missing measurements. 
Considerable amount of noise existed in data as well, 
especially when the nodes were used inside a building, near 
the window. We tried to remove such noises by considering a 
speed threshold. Next, we used the method proposed in [16] to 
extract the stay points. Each stay point is a group of spatial 
locations with the maximum radius of 100 meters where 
people had stayed more than 1 hour. We later merged the stay 
points which were also closer than 100 meters. Due to high 
density of places, sometimes one stay point does not 
necessarily show one specific attraction but a group of them (a 
shopping center rather than a shop). We extracted 23 places as 
stay points, 11 of which were at least visited by 2 people.  

Fig. 3 compares the 5 candidates in terms of the time they 
have stayed in 11 stay points. We did not represent the visit to 
the other 12 stay points as they do not convey information 
about the social ties (being visited by only one person). Stay 
points 1, 5 and 8 are the houses of 2 couples and candidate #6 
respectively. Stay point 2 is the place the candidates work, 
stay point 4 is an area in the city center with shopping centers, 
stay point 10 is a gym and the rest of stay points are random 
places where at least 2 people had stayed in.  

As seen in Fig. 3, the distinction between low and high 
frequency visited stay points is evident. The only stay point 
that all the candidates have visited is their working place (stay 
point 2) and their visit to this stay point has been relatively 
high but less than their houses.  

 
Fig. 2. The custom designed GPS data logger. 

B. Experimental results  
After measuring the shared information content of each 

pair of people based on definition 1 over all stay points, we 
used the results to measure two indicators of IPR and IPL for 

each pair of candidates. Fig. 4 and Fig. 5 compare the IPR and 
IPL measurement results. Since the results of these indicators 
are symmetric, we have only showed the values over the 
diagonal line in Fig. 4 and Fig. 5. Furthermore, considering 
the fact that use of these indicators is meaningless for 
comparing one person to himself, we also omitted the values 
on the diagonal line for better visibility. 

 
Fig. 3. The amount of time spent in stay point by different candidates. 

As seen in Fig. 4, all these candidates have an IPL value 
more than 0.2 bits. This is due to the considerable amount of 
time they spend in stay point 2. Imagine that we represent the 
information content of the visit of one person to different 
places over 21 days in 1 bit. The IPL value of 0.2 bits between 
two people means that they share 0.2 bit of this information 
together. Therefore, considering that this 0.2 bits represents 
the information over the whole 21 days this value is relatively 
high. This measure is higher for the pair (#1&#2) and pair 
(#4&#5) due to high amount of time they spend together 
living in the same place (stay point 1 and 5, respectively). The 
IPR indicator shows the information that two people share 
relative to the time they spend together. In this case the effect 
of information that people share in frequently visited stay 
points such as stay point 1,2 and 5 will be degraded. Looking 
at IPR indicator measure in Fig. 5, we see that the level of IPR 
is higher between two couples. This high IPR value is due to 
shared information content in the low probability visited stay 
points such as stay points 3, 4 and 6-11. The couple (#4&#5) 
have visited more random stay points than the first couple and 
naturally their IPR is higher. The indicator of interest between 
#2 and #5 is also high due to their correlated random visit to a 
gym and their visit to the house of #6. 

An interesting point is that, the time that two couples spent 
with #6 at his house (stay point 8) has only brought 
information on their social tie with each other while as seen in 
Fig. 5, the IPR value of #6 with #1, #2, #4, #5 is still low. 
Looking at Fig. 3, it is seen that, the probability of #6 being in 
his house (stay point 8) is considerably high so this is not a 
good indicator of his interest in seeing the two couples. This 
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seems logical as it was also possible that two couples were in 
somebody else’s house who lived in the same building where 
#6 lives. However, if #6 had spent more time with any of these 
4 candidates in a random stay point, then the shared 
information was more helpful in identifying their social tie. 

 
Fig. 4 . Information shared due to Interest in common places (IPL). 

 

Fig. 5. Information shared due to Interest in person (IPR). 

Another interesting point is that although #3 has spent 
some time in stay points 3, 4, 10 which other candidates have 
also visited, the value of second indicator does not show 
distinguishable IPR between this candidate and the others. The 
reason is that, the visit of this candidate has either happened in 
other times or the result of their normalized shared 
information was under a threshold which could be considered 
as an accidental co-occurrence. 

The results shown in Fig. 4 and Fig. 5 show that, we can 
clearly make a distinction between the colleagues who only 
work at the same stay point with those who have performed 
social activity outside work. 

VI. RELATED WORK 
Most of the researches performed previously in analyzing 

and predicting social ties define binary associations (existence 
of a social tie versus absence of a social tie) between social 
entities [17-20]. These researches do not address the type of 
social tie between these entities. There are a number of 
previous works with the focus on link description based on the 

data from online social networking websites [21-23], and 
heterogonous networks [24]. The description and prediction of 
social ties in these works are normally based on a number of 
links formed previously by the user input. In contrast, no prior 
information on links is available when mobility data is used. 
Furthermore, these works benefit from the amount of different 
types of “interaction” content available for each individual 
(number of photos tagged, number of wall posts, etc.). 

More recently, identifying social ties using mobility data 
has been proposed. In the research presented in [25] existence 
of social tie between two people is inferred from the semantic 
similarity of their trajectories without interpreting the type of 
social tie. In [26], authors have used communication and 
mobility data from mobile phone records for finding 
friendships. They have used four factors, (i) campus/off 
campus, (ii) daytime/nighttime, (iii) weekend proximity, and 
(iv) phone communication for measuring the social ties. This 
approach is however, specific to social ties in one affiliation 
and does not work for people with different spatial domains. 
Furthermore, not all people have the same working habits that 
are dependent on day of the week. A number of collocation 
metrics are introduced in [27] to be used along with mobile 
phone data to measure the strength of social ties between 
people. These collocation metrics are based on the probability 
of two people being in the same place. Using mobile phone 
data can bring additional interaction content to the analysis 
process as used in [26, 27]. 

In this work, we consider extracting social information by 
just using mobility data. The major difference between our 
work and previous researches which have considered different 
social ties [21-24] is the way we describe the links. These 
existing works relate the strength of the tie to the strength of 
friendship with strong ties showing strong friendships and 
weak ties showing acquaintance. We however, make clear 
distinction between different classes of social ties, namely 
friends, acquaintances, and cohabitees by analyzing two 
indicators. Another major difference is that, all existing 
solutions focus on the value of joint probability of two people 
visiting places for measuring the strength of their social tie. As 
stated before, the joint probability of two people in visiting 
one place might be higher in acquaintances who work together 
than in friends who have different working and living habits. 
Therefore, this measure is not a good indicator of social tie 
nature. We consider use of the mutual information content of 
people over places with both high and low frequency of visit. 
To the best of our knowledge, there is only one previous 
research [15] which has considered using the mutual 
information content in measuring the social ties between 
people. In the work presented in [15], mutual information is 
used to measure the social tie strength in bi-partite networks. 
There are however, two major differences between our work 
and this work. Firstly this method does not make distinction 
between the type of tie while we proposed the IPL and IPR 
indicators to describe different classes of ties between people. 
The second difference is using location data. Authors of [15] 
consider measuring the social tie between people from a non-
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location dataset of people who participated in selected one-
time events. As shown in the naïve approach, such metric is 
not applicable in inferring social tie information of people 
form their location data. 

VII. CONCLUSION 
In this paper we proposed a method for differentiating 

between different types of social ties between people using 
mobility data. We defined shared information content metric 
based on mutual information to extract the information content 
which shows correlation between two people at a certain 
location. Next, we used the information content from each 
place in computing two indicators for each pair of people 
which showed the information content due to their interest in 
common places and their interest in each other. We further 
used these indicators to identify the type of social ties between 
two people.  

The proposed indicators are useful in identifying the 
existence of a tie between two social entities as well as 
description of the type of tie using mobility data. By relating 
these two indicators with the social ties between other moving 
entities (e.g. animals), these metrics can also help in 
identifying different types of ties between those entities. 
Furthermore, these indicators can be used as an additional tool 
in improving the performance of online location-based social 
networks.  

In primary experiments by examining a small dataset with 
known social ties we showed that it is possible to use this type 
of data for the purpose of social tie identification. However, 
we expect that in a larger dataset with more complicated 
mobility patterns and sparser data, unexpected errors happen. 
Therefore, our future work entails validating these results with 
a larger scale dataset.  
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